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The Distinct Element Method (DEM) represents a rock mass as an assembly of blocks (polygonal or poly-
hedral). Contacts between blocks correspond to discontinuities (i.e., fractures or joints) that can exhibit
non-linear mechanical behavior, including slip and opening. If flow in rock fracture is approximated using
the lubrication equation, coupled hydro-mechanical DEM models can be used for simulation of rock mass
treatment by fluid injection. However, this approach has a limited capability for simulating fracture prop-
agation. The synthetic rock mass (SRM) concept overcomes this limitation. In SRM, the bonded particle
model (BPM), which is an assembly of circular or spherical particles bonded to each other, represents
deformation and damage of intact rock. If pre-existing discontinuities are represented in the BPM, the
resulting model, referred to as SRM, has the capability of simulating hydraulic fracturing in naturally
fractured reservoirs. The model delivers a pattern of hydraulic fractures that evolves in response to both
intact rock fracturing and sliding and opening of pre-existing joints.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Extraction of the abundant reserves of shale gas and oil around
the world has been made economical over the last 15 years
because of advances in two technologies: horizontal drilling and
multi-stage hydraulic fracturing [1]. Multi-stage fracturing from
a horizontal section of a wellbore, commonly 700–3000 m in
length, allows effective stimulation of the production horizon.
Although hydraulic fracturing has been used in successful com-
mercial applications in conventional reservoirs since 1949, there
is still a lack of understanding of the hydraulic fracturing effects
in these very low permeability, ‘‘unconventional’’ reservoirs. This
often leads to unreliable well completion designs.

The main difficulties in achieving reliable completion design
arise from: (1) complexity of the physical processes involved, (2)
geological complexity, uncertainty and spatial variability, and (3)
relatively limited access (typically a single wellbore) to the treated
formation. Even hydraulic fracturing of a formation that can be ide-
alized as homogeneous, isotropic, and continuous involves com-
plex, non-linear, hydro-mechanical processes occurring on
different length scales. Shale gas and oil reservoirs, on the length
and time scales of interest during hydraulic fracturing
stimulations, cannot be approximated properly as homogeneous
or continuous. Hydraulic fracturing and stimulation of shale for-
mations are critically affected by the interaction between the
hydraulic fracture and the discrete fracture network (DFN). This
interaction affects not only the speed of hydraulic fracture propa-
gation, but also the stimulation of the reservoir characterized by
the extent to which the DFN undergoes inelastic deformation
(i.e., slip and opening). Thus, in order to be able to analyze and
design a hydraulic fracturing treatment, it is necessary to have
analytical tools capable of simulating propagation of fluid-driven
fractures in discontinuous (already fractured) rock masses.

Limited access to the simulated formation is an additional chal-
lenge to modeling hydraulic fracturing. There is considerable
uncertainty in the characterization of the rock mass and particu-
larly of the DFN. Also, due to relative inaccessibility, interpretation
of the model results and model calibration to the response of a par-
ticular reservoir is difficult and uncertain. The injection pressure
and microseismic data are usually the only information available
to assess the response of deep reservoirs to fluid injection. Thus,
it is essential that the numerical models (besides capabilities to
explicitly represent a DFN and to predict injection pressures) can
also generate synthetic microseismicity. Such models can be used
as components of fracture network engineering (FNE), discussed
briefly in Section 2. FNE is a methodology that promises to provide
a robust approach for designing fractured rock mass stimulation by
fluid injection.
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For years, the distinct element method (DEM), originally devel-
oped by Cundall [2], has been used in different industries (e.g.,
mining, civil and nuclear waste disposal) to solve problems involv-
ing stability of fractured rock masses. Some of the initial applica-
tions of DEM to problems of hydraulic treatment of the rock
mass were conducted by Pine and Cundall [3]. These models were
fully coupled hydro-mechanically and flow in rock joints was
approximated by the lubrication equation [4]. They were best
suited for problems of fluid flow through a DFN coupled with
deformation of fractured rock mass. Typically it was assumed that
pre-existing fractures did not propagate.

3DEC [5] is a three-dimensional (3D) distinct element code for
simulation of a general mechanical interaction of polyhedral solid
blocks. The blocks can be assumed to be rigid or fully deformable.
An assembly of tightly packed blocks approximates fractured rock
mass with the contacts between blocks representing the rock
joints. The contacts can deform elastically or inelastically, resulting
in opening or slip, typically governed by Coulomb slip law. The for-
mulation of a numerical scheme for resolution of general block
interaction and contact detection in 3D was described by Cundall
[6]; the formulation of mechanical calculations for motion and
interaction between deformable polyhedral blocks as implemented
in 3DEC was described by Hart et al. [7]. A fully coupled 3D numer-
ical model of fluid flow in deformable fractured rock masses was
originally implemented in 3DEC by Damjanac [8]. In recent years,
3DEC has been used successfully for investigation of the response
of fractured rock mass to fluid injection and hydraulic fracturing
(e.g., [9]) and prediction of induced microseismicity [10]. These
applications demonstrate its suitability as an analytical tool for
FNE. An example that illustrates application of the DEM (as imple-
mented in 3DEC) to simulation of hydraulic fracturing, and the
effect and importance of DFN for fracture propagation are pre-
sented in Section 3. In the beginning of the same section, 3DEC
results are compared with semi-analytical solution (PKN) in verifi-
cation of the code and the DEM for simulation of hydraulic
fracturing.

Applicability of coupled DEM models to hydraulic fracture
propagation is limited to the cases in which the fracture trajectory
is known. To overcome the limitation of the original DEM models
in which the fracture trajectory needs to be predefined, a new gen-
eration tool has been developed. This tool uses the bonded particle
model (BPM) [11] and the synthetic rock mass (SRM) concept [12].
It has been developed specifically to model hydraulic fracture
propagation in naturally fractured reservoirs. The SRM concept is
realized as a bonded-particle assembly containing multiple joints.
Each joint consists of a planar array of bonds that obey a special
model, namely the smooth joint model (SJM). The SJM allows slip
and separation at particle contacts, while respecting the given joint
orientation rather than local contact orientations. Overall fracture
of a synthetic rock mass depends on both fracture of intact mate-
rial (bond breaks), as well as yield of joint segments.

Previous SRM models have used the general purpose codes
PFC2D [13] and PFC3D [14], which employ assemblies of circular/-
spherical particles bonded together. Much greater efficiency can be
realized if a ‘‘lattice,’’ consisting of point masses (nodes) connected
by springs, replaces the balls and contacts (respectively) of PFC. The
lattice model still allows fracture through the breakage of springs
along with joint slip, using a modified version of the SJM. The
new 3D program, HF Simulator, described in this paper, is based
on such a lattice representation of brittle rock. HF Simulator over-
comes all of the main limitations of the conventional (including
the original DEM) methods for simulation of hydraulic fracturing
in jointed rock masses. It is computationally more efficient than
PFC-based implementations of the SRM method. A description of
this novel methodology, its verification, and one example applica-
tion are presented in Section 4.
2. Fracture Network Engineering (FNE)

In order to understand the rock mass response to fluid injection,
we must rely on ‘‘indirect’’ data. These include injection pressure
and flow rate as functions of time, microseismic signals (now being
monitored and processed more often) and tracer tests during
injection/production.

The microseismic data provide information on location, time,
magnitude and source mechanisms of local instabilities (events)
caused by fluid injection in the rock mass. Although microseismic
events may result from either fracturing of the intact rock or seis-
mic slip on pre-existing fractures, the magnitudes of events associ-
ated with intact rock fracturing are typically below the threshold of
recording equipment, and therefore are not included in the
recorded microseismic data [15]. The extent of microseismic activ-
ity very often is assumed to correspond to the stimulated rock
volume (SRV). Although there should be a correlation, it is not clear
that these two volumes are the same [15]. For example, if a micro-
seismic event is caused by change in the total stress, it might not
be connected to the wellbore by a continuous high-permeability
(i.e., stimulated) region. Microseismic data do not allow a clear dis-
tinction to be drawn between events that are caused by total stress
change (‘‘dry events’’) and events caused by fluid pressure change
(‘‘wet events’’).

Proper interpretation of the microseismic signals requires a
numerical model that is capable of generating synthetic microseis-
micity. Such numerical models can be calibrated by comparing the
model results with the observed field microseismicity (and the
injection-pressure data) until the predicted and observed data
are in close agreement. This is the essence of the FNE [16] method.
The calibrated model can be used for interpretation of the field
microseismicity. Also, forward-looking analysis then can be carried
out to simulate how an assumed fracture network will behave for
different stimulations with the goal of establishing design criteria
for a field project and engineering the most effective fracture net-
work (Fig. 1). Both DEM and the lattice models have the capability
of generating synthetic microseismicity, following a similar
approach to Hazzard et al. [17].
3. DEM as a component of fracture network engineering

Numerical models based on the DEM can serve as the analytical
component in FNE. In the DEM, an assembly of blocks (polygonal or
polyhedral) or particles can be used to represent the mechanical
behavior of the fractured rock mass. Contacts between the blocks
can open or slide to approximate the behavior of pre-existing or
newly created fractures. Although the DEM typically does not rep-
resent partially fractured blocks or allow fracture propagation
through a block, both effects can be achieved by gluing (i.e., assign-
ing certain bond strength in normal and shear directions) some
parts of the interfaces between the blocks and allowing progressive
failure of the interfaces, as dictated by evolution of the contact
stresses during simulation. Detailed formulation of DEM and cou-
pled hydro-mechanical model for simulation of flow in fractured
rock mass can be found in 3DEC technical documentation [5]. A
verification test and application example using DEM, as imple-
mented in the 3DEC numerical code, are presented to demonstrate
solution of hydraulic fracturing problems and suitability of the
DEM-based models as an analytical tools for FNE.
3.1. Verification test: PKN fracture

In the verification problem, the propagation of a planar vertical
hydraulic fracture constrained within a 20-m thick horizontal layer
was simulated. Newtonian fluid with 1 cP (10�3 Pa s) viscosity was



Fig. 1. Fracture Network Engineering (FNE) design cycle.

Fig. 2. Geometry of the PKN model.

Fig. 3. Geometry of the 3DEC PKN model.
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injected through a vertical wellbore at 2� 10�3 m3/s uniformly
distributed over the thickness of the layer. The reservoir model is
an impermeable, homogeneous, isotropic, elastic medium with
Youngs modulus of 10 GPa and Poissons ratio of 0.2.

The evolution of the pressures and fracture widths for this case
were approximated using the PKN analytical solution [18]. The
geometry of the PKN model and the important model variables
are illustrated in Fig. 2.

According to the PKN solution, the net pressure, pnet, can be
approximated using the following expression:

pnet ¼
16lqE3

ð1� m3Þ3pH4

" #1=4

ð1Þ

while the expression for the width (aperture) in the middle of the
fracture is

wðxÞ ¼ 3
lqð1� m2ÞðL� xÞ

E

� �1=4

ð2Þ

where E is the Youngs modulus, m is the Poissons ratio, q is the injec-
tion rate, l is the viscosity of the injected fluid and L and H are the
half-length and height of the fracture, respectively, as illustrated in
Fig. 2.

The 3DEC model was constructed using the symmetry of the
problem and represented one (upper) half of the fracture only.
The trace of the fracture was predefined in 3DEC by a vertical con-
tact plane, which was joined together initially but allowed to open
(fracture) within the constant-height layer during the simulation,
as dictated by stress changes induced by the injected fluid. (The
vertical contact plane was not allowed to fracture outside the pre-
defined layer.) The fracture plane was the only discontinuity
within the model.

The PKN solution is for a fracture in an infinite elastic medium.
Because the 3DEC model size must be finite, the model domain was
selected to be sufficiently large compared to the size of the fracture
(i.e., fracture height, H, and the fracture half-length, L, achieved
during the simulation) such that the deformation of the fracture
was not affected by the model size. However, model size effect
on the runtime was also considered (because too large of a model
would require longer simulation time). The model geometry is
illustrated in Fig. 3. ‘‘Roller’’ boundary conditions were applied
on all outside boundaries of the mechanical model. The fluid was
injected at the specified rate along the vertical edge of the fracture
surface as indicated in Fig. 3.
After the simulation of 368 s of injection, the fracture was
approximately 75 m long in the 3DEC model, which was considered
sufficient to satisfy the assumption (i.e., L=H ¼ 75=20 ¼ 3:75� 1)
used in the derivation of the PKN solution. The state of the 3DEC
model after 368 s of injection, illustrated by the contour fluid pres-
sure and apertures shown in Figs. 4 and 5, respectively, then was
compared with the PKN solution. The fluid pressure contours in
Fig. 4 illustrate that there was no pressure gradient in the vertical
direction, except near the injection point and the fracture tip, as
approximated by the PKN solution. The fracture widths (apertures)
predicted in 3DEC and using the PKN solution are compared in
Fig. 6.

Overall, the 3DEC predictions were in reasonably good agree-
ment with the PKN solution. The match of the maximum widths
was particularly good near the injection point. As expected, the
discrepancy was greatest near the fracture tip. The 3DEC model
consisted of constant-strain zones of uniform size along the entire
fracture. Thus, the approximations of the stress singularity and
strain gradients near the fracture tip were relatively poor. The sec-
ond reason for the poor match near the fracture tip was that the
minimum fracture aperture in the 3DEC model cannot be smaller
than the user-specified residual aperture. The motivation for this
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Fig. 4. Fracture pressure contours (Pa) in the fracture plane predicted in the 3DEC PKN model.
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Fig. 5. Fracture width (aperture) contours (m) in the fracture plane predicted in the 3DEC PKN model.
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limit is to prevent model instability when the flow equations
become singular as the aperture decreases to zero. Typically, the
residual aperture is selected to be small compared to prevailing
apertures in the model, and in the simulations the residual aper-
ture was assumed to be 50 lm. Comparisons of the maximum
net pressure and fracture widths as calculated using 3DEC and
the PKN solution are provided in Table 1. The match is good, with
a maximum error less than 10%.

3.2. Example application

The following example illustrates the application of the 3D DEM
code, 3DEC [5], to a problem of hydraulic fracturing in a naturally
fractured reservoir [9]. The goal was to investigate the influence
of the DFN connectivity (as a function of fracture size and density)
on the way in which the fluid injection affected reservoir stimula-
tion. Two DFNs were used; one fully connected and one sparsely
connected, as shown in Fig. 7.

In this example, because of the limitation of DEM that a frac-
ture’s trajectory is limited to pre-defined block and contact geom-
etry, the cut is placed in the model through the injection point
perpendicular to the minimum principal stress. Initially, the con-
tacts along the surface of the cut were bonded together. During
the simulation, those bonds were allowed to break progressively
representing propagation of the hydraulic fracture. Thus, although
the trajectory of the hydraulic fracture was assumed (perpendicu-
lar to the minimum principal stress), the model resolved fracture
propagation along that trajectory. Fig. 8 shows a horizontal
cross-section (indicated in Fig. 9) through the stimulated reservoir.
Distribution of fluid pressure after 50 min of injection is indicated



Fig. 6. Profile of the widths (aperture) measured along the fracture half-length at
mid-height predicted by the PKN analytical solution and 3DEC.
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by the color scale. The orientations of the horizontal principal
stresses are indicated in Fig. 8. Thus, the trace of the hydraulic frac-
ture is through the middle of the model, vertical and perpendicular
to the minimum horizontal principal stress (rh min).

The plot in Fig. 8 indicates that the better connected DFN results
in better stimulation of the naturally fractured reservoir (i.e., the
pressures propagate further from the plane of the hydraulic frac-
ture). That result is to be expected. However, the contour plot of
the hydraulic fracture apertures (shown in Fig. 9 with pressure
contour plot on the surface of the hydraulic fracture limited verti-
cally within the stimulated reservoir) indicates an interesting
response. The apertures do not follow the general trend that is
expected from classical hydraulic fracture models, such as KGD
and PKN [21]. As a result of interaction between the hydraulic frac-
ture and the DFN, and slip on the pre-existing joints intersected by
the hydraulic fracture, the apertures in the plane of the hydraulic
fracture do not vary smoothly and gradually as usually predicted.
Instead, they are very non-uniform and even discontinuous. It is
expected that such distribution of apertures will have a significant
effect on proppant transport and placement.
4. Synthetic Rock Mass (SRM) approach

4.1. Background

The SRM has been developed [12] as a more realistic represen-
tation of mechanical behavior of a fractured rock mass compared
to conventional numerical models. The SRM consists of two com-
ponents: (1) the bonded particle model (BPM) of deformation
and fracturing of intact rock, and (2) the smooth joint model
(SJM) of mechanical behavior of discontinuities.

The BPM, originally implemented in PFC, is created when the
contacts between the particles (disks in 2D and spheres in 3D)
are assigned certain bond strength (both in tension and shear). It
was found that the BPM approximates mechanical behavior of brit-
tle rocks quite well [11]. The elastic properties of the contacts (i.e.,
contact shear and normal stiffness) can be calibrated to match the
desired elastic properties (e.g., Youngs modulus and Poissons ratio)
of the assembly of the particles. Similarly, the tensile and shear
Table 1
Summary comparison between the 3DEC and PKN solutions.

PKN 3DEC Error (%)

wð0Þ (mm) 1.04�10�3 1.07�10�3 2.9
pð0Þ (Pa) 2.71�105 2.99�105 9.3
contact strengths can be adjusted to match the macroscopic
strengths under different loading conditions (e.g., direct tension,
unconfined, and confined compression).

In the BPM, the contact behavior is perfectly brittle. Breakage of
the bond, a function of the forces in the contact and the bond
strength, corresponds to formation of a microcrack. An example
of an unconfined compression test conducted using PFC2D is illus-
trated in Fig. 10. This figure shows recorded axial stress–strain
response and the model configuration with generated microcracks.
The shear microcracks are shown in black; the tensile microcracks
are shown in red. The state when the sample is loaded beyond its
peak strength is shown in the figure. The stress–strain curve exhi-
bits characteristics that are typical of brittle rock response. For
loading less than �80% of the peak strength, the stress–strain
response is linearly elastic, with the slope of the line equal to the
Youngs modulus. Some microcracks, randomly distributed within
the sample, start developing at load levels greater than �40% of
the peak strength. Significant non-linearity develops as the load
exceeds 80% of the peak strength. In this phase, the microcracks
begin to coalesce, forming fractures on the scale of the sample.
After the peak strength is reached, the material starts to soften
(i.e., to lose load bearing capacity). At this stage the failure mech-
anism and the ‘‘shear bands’’ are well developed as shown in
Fig. 10. It is well known [19] that in an unconfined compression
test, the majority of the cracks are tensile (red1 lines in Fig. 10).
The ‘‘shear bands’’ on the scale of the sample are formed by coales-
cence of a large number of tensile microcracks.

In order to model a typical rock mass in the BPM, it is also nec-
essary to represent pre-existing joints (discontinuities). A straight-
forward approach is to simply break or weaken the bonds (in the
contacts between the particles) intersected by the pre-existing
joints. The created discontinuity will have roughness with the
amplitude and wavelength related to the resolution, or the particle
size of the BPM. The mechanical behavior of discontinuities is very
much affected by their roughness. The problem is that the selected
particle size (or resolution) typically is not related to actual rough-
ness of the pre-existing joints. The SJM overcomes this limitation.
The contacts in the BPM model are oriented in the direction of
the line connecting the centers of the particles involved in the con-
tact. The SJM contacts are oriented perpendicular to the fracture
plane irrespective of the relative position of the particles.
Consequently, the particles can slide relative to each other in the
plane of the fracture as if it were perfectly smooth. However, dila-
tant joint behavior can still be specified (as dilation angle) and
enforced on the macroscopic level, irrespective of the details of
the contact geometry on the microscopic level.

The SRM and its components are shown in Fig. 11. The BPM rep-
resents the intact rock; its deformation and damage. The
pre-existing joints are represented explicitly, using the SJM. They
can be treated deterministically, by specifying each discontinuity
by its position and orientation as mapped in the field. However,
for practical reasons, it is typically not possible to treat the DFN
deterministically. Instead, fracturing in the rock mass is character-
ized statistically. Synthetic DFNs that are statistically equivalent
(i.e., fracture spacing, orientation and size) to fracturing of the rock
mass are generated and imported into the SRM using SJM (Fig. 11).
A reasonable compromise often is to represent a few dominant
structures (faults) with their deterministic position and orienta-
tion, and the rest of the fracturing in the rock mass (smaller struc-
tures), using a synthetic DFN.

One of the advantages of the SRM is that its components, the
intact rock and the joints, can be mechanically characterized by
1 For interpretation of color in Figs. 10 and 19, the reader is referred to the web
version of this article.



Fig. 7. Fully connected (top) and sparsely connected (bottom) 3DEC DFN realizations. Clusters of connected fractures have same color [9].

Fluid pressure (Pa)

Fully connected

Sparsely connected

Injection point

Injection point

Hydraulic fracture

Hydraulic fracture

maxHσ

minhσ

Fig. 8. Fluid pressure distribution on a horizontal cross-section cutting through the injection point after 50 min of injection for two DFN realizations [9].
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standard laboratory tests. In current engineering practice, the rock
mass properties on scales of interest (e.g., tunnel diameter, slope
height or fracture length) are estimated by degrading, using empir-
ical formulae, the properties determined on laboratory-scale
samples. In contrast, the size effect is an outcome of SRM simula-
tions: a function of the model size, DFN characteristics, and
mechanical properties of the components (i.e., intact rock and
joints). Thus, it is not necessary to rely on empirical relations to



Fig. 10. Example of unconfined compressive test using bonded particle model (BPM).

Fig. 11. Synthetic rock mass (SRM).
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estimate the rock mass properties and to account for the size effect
considering the size of the samples tested in the laboratory and the
scale of interest in the model.

A new code, HF Simulator, was mentioned earlier in this paper. It
is based on implementation of the SRM using a lattice, which is a
simplified and computationally more efficient version of PFC.
Despite simplifications, the lattice approach represents all of the
physics that are important for the simulation of hydraulic
fracturing.

4.2. Lattice

The lattice is a quasi-random 3D array of nodes (with given
masses) connected by springs. It is formulated in small strain.
The lattice nodes are connected by two springs; one representing
the normal contact stiffness and the other representing the shear
contact stiffness. The springs approximate the elasticity of the rock
mass.

The lattice is created by multiplication of the periodic brick
(p-brick) in three orthogonal directions. The p-brick is a
quasi-random arrangement of nodes (which correspond to centers
of packed spheres with slightly varying radii relative to half of the
lattice resolution) within a cube of unit edge length. The p-brick is
created thusly to allow perfect match of the bricks stacked by each
other in all three orthogonal directions. The final model geometry
is achieved by trimming of the ‘‘excess’’ lattice extending outside
the analyzed domain. This approach allows for very fast model dis-
cretization. Changes in model resolution are achieved by simply
rescaling the p-brick size. The mass of a node is equal to the
p-brick mass divided by the number of the nodes within the
p-brick. This approximation is acceptable because the distribution
of the nodes within the p-brick is statistically uniform, and in this
case, the lattice is used for solution of quasi-static problems.

The lattice spring properties are neither engineering nor micro-
scopic material properties. Thus, in order to match engineering,
macroscopic rock mass material properties such as Young’s modu-
lus, Poisson’s ratio or tensile strength, the lattice spring properties
need to be calibrated. The calibration is conducted in a similar way
as for a PFC3D particle assembly, as discussed by Potyondy and
Cundall [11] and Potyondy [20]. A simple dimensional and scaling



Fig. 12. View of pressure (Pa) field (icons colored according to magnitude) and cross-section of displacement (m) field (vectors colored according to magnitude).
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analysis yields that the normal spring stiffness, kN can be expressed
as:

kN ¼ akKRR ð3Þ

where KR is the material (rock) bulk modulus, R is the resolution,
and ak is the stiffness calibration factor, which varies as a function
of arrangement of the nodes (or packing of the particles in PFC3D).
However, because the lattice in HF Simulator is created using the
p-brick and always the same arrangement of the nodes and their
connectivity by the springs, the same calibration factor can be used
irrespective of the resolution R. This factor is determined through
test simulations and is built in the code. The effective Poisson’s ratio

of the lattice is a function of the ratio kS
=kN . For example, if

kS
=kN ¼ 1, the Poisson’s ratio of the lattice is equal to zero.

Similarly, the spring normal strength (in tension), FNmax , can be
expressed as:

FNmax ¼ atTR2 ð4Þ

where T is the rock mass macroscopic tensile strength, and at is the
strength calibration factor, determined similarly as the stiffness
calibration factor. The calibrated value of at is independent of the
model resolution and is built in the code.

A simulation is carried out by solving an equation of motions
(three translations and three rotations) for all nodes in the model
using an explicit numerical method. The following is the central
difference equation for the translational degrees of freedom:

_uðtþDt=2Þ
i ¼ _uðt�Dt=2Þ

i þRFðtÞi Dt=m ð5Þ
uðtþDtÞ

i ¼ uðtÞi þ _uðtþDt=2Þ
i Dt

where _uðtÞi and uðtÞi are the velocity and position (respectively) of
component iði ¼ 1;3Þ at time t;RFi is the sum of all
force-components i, acting on the node of mass m, with time step
Dt. (The equations of motion for rotational degrees of freedom are
analogous to those in Eq. (5).) The relative displacements of the
nodes are used to calculate the force changes in the springs:
FN  FN þ _uNkNDt

FS
i  FS

i þ _uS
i kSDt

ð6Þ

where N denotes ‘‘normal,’’ S denotes ‘‘shear,’’ k is the spring stiff-
ness, and F is the spring force. If the force exceeds the calibrated
spring strength (either in tension or shear), the spring breaks and
the microcrack is formed. For example, if FN > FNmax , then
FN ¼ 0; FS

i ¼ 0and a ‘‘fracture flag’’ is set.

4.3. Fluid flow

A fluid-flow model and hydro-mechanical coupling are essential
parts of HF Simulator. Fluid flow occurs through a network of pipes
that connect fluid elements. These pipes are located at the centers
of either broken springs or springs that represent pre-existing
joints (i.e., springs intersected by the surfaces of pre-existing
joints). (The code also can simulate porous medium flow through
unfractured blocks as a way to represent leakoff. This capability
is not discussed further in this paper.) The flow pipe network is
updated automatically by connecting newly formed microcracks
to the existing flow network. The model uses the lubrication equa-
tion [4] to approximate the flow within a fracture as a function of
aperture. The flow rate along a pipe, from fluid node ‘‘A’’ to node
‘‘B,’’ is calculated based on the following relation:

q ¼ bkr
a3

12l
p A � pB þ qwg z A � zB

� �� �
ð7Þ

where a is hydraulic aperture, l is viscosity of the fluid, p A and pB

are fluid pressures at nodes ‘‘A’’ and ‘‘B’’, respectively, z A and zB

are elevations of nodes ‘‘A’’ and ‘‘B,’’ respectively, qw is fluid density,
and g is the acceleration due to gravity. The relative permeability, kr

is a function of saturation, s, with respect to wetting fluid:

kr ¼ s2ð3� 2sÞ ð8Þ

This function is selected because it represents an s-shaped curve
with zero relative permeability for unsaturated conditions and rel-
ative permeability equal to one at full saturation.



Fig. 13. Aperture profiles for three times.

Fig. 14. Pressure profile at 10 s.
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Fig. 15. Geometry of the model for a stage with multiple clusters.
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b is a dimensionless calibration parameter, and is a function of
resolution. b is used to match conductivity of a pipe network to the
conductivity of a joint represented by parallel plates with aperture
a. The calibrated relation between b and the resolution is built into
the code.

4.4. Hydro-mechanical coupling

In HF Simulator, the mechanical and flow models are fully
coupled.

1. Fracture permeability depends on the initial aperture and on
the subsequent deformation of the solid model.

2. Fluid pressure affects both deformation and the strength of the
solid model. Effective stress calculations are carried out.

3. The deformation of the solid model affects the fluid pressures.
In particular, the code can predict changes in fluid pressure
under undrained conditions.

A new coupling scheme [22] in which the relaxation parameter
is proportional to KRa=R is implemented in HF Simulator. (KR is rock
bulk modulus and R is the lattice resolution.) This scheme allows
larger explicit time steps and faster simulation times compared
to conventional methods that use fluid bulk modulus as a relax-
ation parameter.
4.5. Verification test: penny-shaped crack propagation in medium with
zero toughness

The response of rock to injection of fluid depends on fracture
toughness, the viscosity of the fluid and the rate of leakoff. In the
case of zero fracture toughness and no leakoff, the response is
viscosity-dominated. This scenario corresponds to the
‘‘M-asymptote’’ identified by Peirce and Detournay [23]. This con-
dition is used for model verification.

In the simulated example, fluid is injected at a constant rate into
a penny-shaped crack with small initial aperture (10�5 m). The
crack has zero normal strength, and the in-situ stresses are also
zero. Thus, the test conditions approximate those of the analytical
solution for the no-lag case (i.e., no fluid pressure tension cut-off)
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provided by Peirce and Detournay [23]. The injection rate is
0.01 m3/s; the dynamic viscosity is 0.001 Pa s. The mechanical
properties of the rock are characterized by Youngs modulus
of 7� 1010 Pa and Poissons ratio of 0.22. Fig. 12 provides a
visualization of the state of the model at 10 s of elapsed time.
Note that pressures are negative in the outer annulus of the flow
disk.

Fig. 13 shows the aperture profiles at three times during the
simulation — averaged numerical results (for 30 radial distances),
together with asymptotic solutions (derived from the equations
of Peirce and Detournay [23]). Fig. 14 shows the pressure profile
at 10 s, together with the asymptotic solution. Note that there is
some ‘‘mismatch’’ at small and large radial distances: at small dis-
tances, the numerical source is a finite volume, rather than a point
source (which is assumed in the exact solution); at large distances,
the finite initial aperture allows seepage ahead of the fracture tip
(compared to zero seepage in the exact solution, which assumes
zero initial aperture).

4.6. Example application

Example problems demonstrating the application of HF
Simulator to simulation of hydraulic fracturing under typical field
conditions are presented in this section. Fracture propagation in
homogeneous (unfractured) and fractured media is analyzed.
These problems involve a single treatment stage along a horizontal
wellbore segment with a different number of clusters (between
one and five, resulting in different stage lengths) at a spacing of
17.5 m (Fig. 15). The model domain is 710 m � 450 m � 350 m,
and a lattice resolution of 6 m was selected. The objective of this
model was to simulate fracture propagation at length scales corre-
sponding to a hydraulic fracture radius in the order of 100 m. At
such length scales, the wellbore radius and stress concentrations
around the wellbore are inconsequential and could be neglected.
(Thus, there was no need to represent the wellbore and to reduce
the resolution, which then would adversely affect the model size
and the simulation time.) The fluid is injected through clusters,
defined as spherical domains properly scaled relative to the model
resolution (i.e., the cluster radius is typically greater than few lat-
tice resolutions).

Fluid is injected into the stage at rate of 0.0265 m3/s (10 barrels
per minute or bpm) for 1300 s. The rate was then increased to
0.053 m3/s (20 bpm). The model solves wellbore hydraulics and
interaction between the wellbore and the clusters. Thus, the spec-
ified injection rate is distributed between the clusters as a function
of resistance to flow and fracture propagation from each cluster.
The injection rate typically is not evenly distributed between the
clusters. The depth of the horizontal segment of the wellbore is
780 m. The vertical stress was specified as 20.7 MPa. The horizon-
tal stress state is anisotropic, with SH max ¼ 15:5 MPa and
Sh min ¼ 10 MPa. The least principal stress is aligned with the hori-
zontal section of the wellbore. This stress state favors crack prop-
agation in the direction normal to the horizontal section of the
wellbore. In order to initiate the fluid calculation, fluid-filled joints
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have been placed at the center of each cluster; these joints are
slightly larger than the cluster size. The fracture initiation can be
simulated in the model, but, as mentioned in the previous para-
graph, the resolution necessary for accurate simulation of fracture
initiation would make the model inefficient for simulation of frac-
ture propagation during fluid injections lasting on the order of
hours. The initial apertures in these joints was set to 0.1 mm.
The simulation results after 2400 s of injection are shown in
Figs. 16 and 17, in plan and side views, respectively. The black disks
(or dots) in the plots indicate locations of microcracks. The micro-
cracks apparently coalesce to form the macroscopic hydraulic frac-
tures. The stage with a single cluster propagates an approximately
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penny-shaped hydraulic fracture with radius of 50 m. The stage
with two clusters propagates only one fracture of approximately
the same radius. The cluster that first started propagating a frac-
ture, due to random variation of the conditions within the lattice
and/or slightly higher pressure due to resistance to flow along
the wellbore, created a ‘‘stress shadow,’’ and prevented the propa-
gation of the hydraulic fracture from the second cluster. The cases
with three and five clusters both propagated two hydraulic frac-
tures from non-adjacent clusters. This result seems to be consis-
tent with the hypothesis based on field observations that stages
with multiple clusters may not develop hydraulic fractures from
all clusters; there may or may not be more than one hydraulic frac-
ture. Another interesting result of the numerical model is that mul-
tiple fractures within one stage are not penny-shaped, but more
elliptical as illustrated in Fig. 18. The directions of the major axes
of the ellipses in the plane of the hydraulic fracture, are offset by
an angle, which is another indication of interaction between the
fractures and the ‘‘stress shadow’’ effect [24].

The case with three clusters within the stage also was simulated
in the model with the fracture network that was explicitly repre-
sented. The DFN consists of two subvertical fracture sets, striking
at 45� relative to the directions of the horizontal principal stresses.
The model results are shown in Fig. 19. The blue1 disks represent
pre-existing joints. The model illustrates different modes of inter-
action between hydraulic fractures and pre-existing joints. The
model exhibits both crossing interaction but also arrest of hydrau-
lic fracture and diversion of flow into the pre-existing joint. The
mode of interaction is a function of incidence angle and stress con-
ditions in the planes of pre-existing joints.

5. Conclusions

The DFN can have a profound effect on hydraulic fracture prop-
agation, hydraulic fracture interaction with the surrounding rock
mass, and ultimately the fracture effectiveness of the stimulation.
As the examples indicate, analysis of rock mass stimulation by fluid
injection requires analytical tools, such as numerical models based
on DEM or SRM, which can represent discontinuities explicitly. The
FNE approach, based on the use of these numerical models and
field observations, promises to be an engineering design tool for
operations that involve complex coupled processes in complex
geological environments in which explicit representation of
pre-existing fractures is essential.

HF Simulator is a powerful three-dimensional simulator for rep-
resenting hydraulic fracturing in jointed rock mass. The code
allows the main mechanisms (nonlinear mechanical response, fluid
flow in joints and hydro-mechanical coupling) to be reproduced.
The formulation of HF Simulator is based on a quasi-random lattice
of nodes and springs. The springs between the nodes break when
their strength (in tension) is exceeded. Breaking of the springs cor-
responds to the formation of microcracks, and microcracks may
link to form macrofractures. The SJM (smooth joint model) is used
to represent pre-existing joints in the model. It allows simulation
of sliding of a pre-existing joint in the model, unaffected by the
apparent surface roughness resulting from lattice resolution and
random arrangement of lattice nodes.

The model is fully coupled hydro-mechanically. There are sev-
eral ways in which fluid interacts with the rock matrix. First, fluid
pressures may induce opening or sliding of the fractures. Second,
mechanical deformation of fractures causes changes in fluid pres-
sure. Third, the mechanical deformation changes the permeability
of the rock mass as the joint apertures change. The new code is a
promising tool for simulation and understanding of complex
processes, including propagation of hydraulic fracture and its
interaction with a DFN, during stimulation.
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